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a b s t r a c t

Segmentation is a fundamental component of many medical image-processing applications, and it has
long been recognized as a challenging problem. In this paper, we report our research and development
efforts on analyzing and extracting clinically meaningful regions from uterine cervix images in a large
database created for the study of cervical cancer. In addition to proposing new algorithms, we also focus
on developing open source tools which are in synchrony with the research objectives. These efforts have
resulted in three Web-accessible tools which address three important and interrelated sub-topics in med-
ical image segmentation, respectively: the Boundary Marking Tool (BMT), Cervigram Segmentation Tool
(CST), and Multi-Observer Segmentation Evaluation System (MOSES). The BMT is for manual segmen-
eb-accessible system tation, typically to collect “ground truth” image regions from medical experts. The CST is for automatic
segmentation, and MOSES is for segmentation evaluation. These tools are designed to be a unified set in
which data can be conveniently exchanged. They have value not only for improving the reliability and
accuracy of algorithms of uterine cervix image segmentation, but also promoting collaboration between
biomedical experts and engineers which are crucial to medical image-processing applications. Although
the CST is designed for the unique characteristics of cervigrams, the BMT and MOSES are very general

e eas
and extensible, and can b

. Introduction

Segmentation of anatomical structures or pathological regions
lays an important role in medical image analysis. It is a criti-
al component of numerous medical imaging applications because
any image-processing tasks, such as feature extraction, quan-

itative measurement, and object recognition, rely on previous
egmentation results. Segmentation of regions of interest has been
ctively studied in a variety of medical domains with different
mage modalities and different organs, and many segmentation
lgorithms designed for specific applications have been proposed
1–6]. Even though it is an active research field with many published
esults, segmentation of medical images remains a very compli-
ated and challenging task. In [1], four major difficult challenges are
dentified for this field. Two of them are: (1) the need to address the
ractical needs of its user community, i.e., biomedical scientists and

hysicians; and (2) the need to develop validation and evaluation
pproaches that are convincing and practical to carry out. In this
aper, we report our research and development efforts to address
hese difficulties in the area of cervicographic image analysis. Our
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ily adapted to other biomedical image collections.
Published by Elsevier Ltd.

efforts include not only implementing and testing state-of-the-art
cervicographic image-processing algorithms, but also developing
easy-to-use supporting tools to integrate these sophisticated algo-
rithms within software testable by the biomedical community.
The latter is not frequently emphasized by researchers in medi-
cal image analysis. These efforts are closely connected. Designing
tools to reach more users and to be easily used by physicians may
speed the refinement and improvement of the processing and anal-
ysis algorithms themselves. The performance and acceptance of
the tools ultimately rely on the effectiveness and efficiency of the
underlying algorithms. For cervicographic image segmentation, we
have developed three tools, which compose a suite of comple-
mentary software. They address three strongly coupled, recurring
tasks of image segmentation: “ground truth collection”, automated
segmentation, and segmentation quality evaluation. The tools are
implemented as three separate computer programs, unified at the
data level through a consistent data exchange format. In the fol-
lowing, we first introduce the clinical significance of cervicographic
images and then discuss these tools in detail.
1.1. Cervicographic images

Cervicographic images, also called “cervigrams”, are one com-
monly used, cost-effective type of uterine cervix imaging, and are
an important knowledge resource for cervical cancer diagnosis,

http://www.sciencedirect.com/science/journal/08956111
http://www.elsevier.com/locate/compmedimag
mailto:xuez@mail.nih.gov
dx.doi.org/10.1016/j.compmedimag.2010.04.002
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Fig. 1. Examples of cervigra

tudy and training. Cervical cancer is the most common gyne-
ological cancer and the leading cause of cancer deaths among
omen in many developing countries. This high prevalence is
ainly attributed to the lack of widespread screening programs.

creening programs are very crucial for the early detection and
reatment of precancer before the premalignant lesions progress
nto invasive cancer, a process generally being slow and spanning
decade. Cervicography is one low-cost visual technique for cer-

ical cancer screening introduced in the 1970s [7]. It has been
sed as an alternative or adjunctive method to cytologic screen-

ng (i.e., Pap tests), which requires cell collection and examination,
n areas with limited health care resources. In these areas, cyto-
ogical screening is not viable due to its complexity and high cost.
ike colposcopy, cervicography is based on acetowhitening, a tran-
ient phenomenon observed when a diluted acetic acid solution is
pplied to the surface of cervix. The tissue area where the color
ecome whitish after acetic acid exposure are of high interest and
re considered as one of the vital signs that may indicate abnor-
ality. Cervicography requires the acquisition of cervicographic

mages, or “cervigrams”, which are low-magnification color pho-
os of the cervix, taken during a short interval after treatment with
cetic acid, when acetowhitening may occur. Cervicographic pic-
ures are captured with a specially designed 35-mm camera, with
fixed focal lens (to obtain comparable pictures of cervices) and
mounted ring flash to provide the necessary illumination. The

apture of cervigrams can be done by a physician or a nurse after a
hort period of training and does not require colposcopic expertise.
he pictures are interpreted by experts, who have undergone spe-
ialized training in cervigram interpretation. The patients whose
ervigrams are interpreted as being abnormal are then referred to
olposcopy examination for further diagnosis.

Two examples of cervigrams are shown in Fig. 1. The focal point
f the cervigram is the cervix region, (or, more simply, the “cervix”)
hich is usually centered in the image and covers about half of the

mage. Outside the cervix region, there are vaginal walls and med-
cal instruments. Text added during the image acquisition process

ay also appear in the image. Usually, the surface of the cervix
s covered by two types of epithelium: squamous epithelium and
olumnar epithelium. The squamous epithelium consists of mul-
ilayer cells increasingly flatter toward the surface and normally
ppears pale pink. The columnar epithelium is composed of a single
ayer of tall cells and has a reddish and grainy appearance. Exposed
o the acidic environment of the vagina, as a female ages, the colum-
ar epithelium is gradually replaced by a newly formed squamous

pithelium, a process called epithelium metaplasia [8]. The area on
he cervix where epithelium metaplasia occurs is called the trans-
ormation zone. This zone is of great interest because almost all the
ervical cancer cases arise in this area. The orifice in the center of
he cervix is the external os, an important anatomical landmark. The
) Example 1; (b) Example 2.

effect of acetic acid, which is thought to cause abnormal squamous
epithelium to turn whitish compared to the color of the surround-
ing normal squamous epithelium, can also be seen. Other clinically
significant visual phenomena within the cervix region include areas
of bleeding, mucus, cysts, and atypical vascular patterns.

Cervigrams are a critical data component of two large-scale,
multi-year cervical cancer projects funded and organized by the
National Cancer Institute (NCI). One, the Guanacaste Project [9],
was carried out in Guanacaste, a rural province of Costa Rica, where
the incidence rate of cervical cancer is very high. The other is
the ASCUS/LSIL Triage Study (ALTS) [10], which was conducted in
the United States. The Guanacaste Project is the world’s largest
prospective cohort study of HPV infection, the primary cause of cer-
vical cancer and cervical neoplasia. It is based on enrollment and
(up to) 7-year follow-up of over 10,000 women of 18+ years old
randomly selected from Guanacaste. The field work included the
fulfillment of a personal interview, cervical cytologic smears, cer-
vicography, cervical swabs for HPV, and a blood specimen. The ALTS
project goal is to study the clinical management of low-grade cer-
vical cytologic abnormalities. It recruited about 5000 women who
had received a cytologic diagnosis of Atypia of Squamous Cells of
Undetermined Significance (ASCUS) or Low-Grade Squamous Intra-
epithelial Lesion (LSIL) and followed them for 2 years at one of
four American medical centers. The data collected includes cervi-
cal cell samples, a specimen for HPV testing, and cervicographic
images. The National Library of Medicine (NLM), in collaboration
with NCI, has digitized 100,000 cervigrams collected in these two
projects, and has archived the images, as well as other associated
clinical information, for research, and for training and education of
colposcopic practitioners. NLM has been developing various soft-
ware systems to search, disseminate, compress, and annotate these
images, including the development of the Multimedia Database
Tool (MDT) [11,12], for providing text-query access to the Gua-
nacaste and ALTS databases, and is engaged in work to expand the
search ability of these databases to include search by image con-
tents. These efforts have resulted in development of a prototype
Content-Based Image Retrieval (CBIR) system, CervigramFinder
[13–15]. CervigramFinder (whose Web interface is shown in Fig. 2)
is a region-based search tool that retrieves medically important
regions in cervigrams based on their visual similarity to a query
image. Region segmentation is of great interests because informa-
tion extracted from these regions is valuable for supporting medical
research for prevention of cervical cancer.
1.2. Image segmentation triangle

Automated segmentation and analysis of cervigrams in such a
large repository is a very challenging task. There are several fac-
tors that contribute to this. First, there is large variability in visual
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image segmentation: CST for automated image segmentation, BMT
for ground truth data collection, and MOSES for segmentation qual-
ity evaluation. Even though each tool may function independently
of the others, they are closely related. Specifically, the boundaries
Fig. 2. Screensho

ontent of the images across the dataset. The shape and size of
he cervix varies with the age, parity (child-bearing history), and
ormonal status of patients. Also, the cervices of patients vary
ith respect to the visual phenomena which are present, and with

espect to the sizes and spatial configurations of these phenom-
na, in particular, for the two types of epithelium and for the
cetowhitened tissue. Second, there are irrelevant information and
cquisition artifacts within the images which complicate and inter-
ere with the detection of tissues of interest. For example, medical
nstruments, such as cotton swabs and the endocervical speculum,
an be seen in the cervix region in some images. In addition, it
s common to have small spots of intense brightness in various
arts of the image that result from reflections from cervix fluids of
he camera illumination. Lastly, boundary lines between different
issues may be obscured and the illumination of tissues is not uni-
orm across images, complicating color comparisons from image to
mage. To address these complexities, a multi-step scheme has been
roposed [16], where each step focuses on the sequential segmen-
ation of a particular tissue type or anatomical feature. Evaluation
f these algorithms, either subjectively or objectively, is critical.
oth evaluation methods require the assistance of users, i.e. physi-
ians or clinical experts in cervical cancer, and to achieve this, close
ollaboration between the biomedical and engineering communi-
ies is essential. An impediment to this collaboration has been the
ack of medical image segmentation software that is convenient and
asy-to-use. To address this problem, we have put significant effort
nto software development as well as algorithm research. Our work
as resulted in three important tools for region segmentation and
nalysis of cervigrams: the Cervigram Segmentation Tool (CST), the
oundary Marking Tool (BMT), and Multi-Observer Segmentation
valuation System (MOSES). The CST contains segmentation algo-

ithms customized for automatic cervigram analysis, and allows a
linician to quickly obtain a segmented tissue result. The BMT pro-
ides capability for experts to manually draw region boundaries on
he cervigram and to enter their interpretative findings. The data
ollected by the BMT can then be used as a “ground truth” dataset
ervigramFinder.

for “objective evaluation” of segmentation results. MOSES focuses
on the problem of observer variability among image segmentations.
It automatically generates a combined ground truth segmentation
map from the segmentations created by each observer and com-
putes the “performance” of each segmentation (i.e., it computes a
sensitivity and specificity score for the observer who created the
segmentation) It enables direct comparison of algorithm versus
human observer performance in segmentation. As illustrated in
Fig. 3, the three tools each target one essential aspect of medical
Fig. 3. The cervigram segmentation triangle.



5 Imagin

m
g
r
o
a
a
t

m
t
i
h
t
d
u
b
t
t
g
s
o

2

d
s
p
w
d
r
t
d
a
o
t
i
p
u
i
t
r
s
w
a
s
W
o
r
d
t
c
a
I
f
l
u
s
f
T
s
u
o
c

f

96 Z. Xue et al. / Computerized Medical

arked by multiple experts using BMT can be input to MOSES to
enerate a probabilistic estimate of the “true” segmentation; this
esult can then be used, again in MOSES, to assess the performance
f CST for segmenting the same region automatically. All the tools
re implemented to be Web-accessible and have a client/server
rchitecture. Furthermore, a common data format is used across the
ools, which is beneficial for data exchange, archive and extraction.

The BMT, CST, and MOSES are in varying stages of maturity. The
ost mature, the BMT, has been used in a number of data collec-

ion studies by the National Cancer Institute which have resulted
n analytical results relating to uterine cervix cancer screening that
ave been published in the medical literature [17]. We envision that
he CST will contribute to the collection of additional cervix region
ata by making this task less labor intensive, and that MOSES will be
sed to reconcile differences among boundary data collected from
oth human experts and automated methods (such as the CST). In
he following sections, we will discuss the implementation of each
ool in detail. Although our current focus is the analysis of cervi-
rams, many aspects of the system design and development of this
oftware suite are general and can be straightforwardly applied to
ther types of medical image modalities.

. BMT—tool for ground truth collection

The Boundary Marking Tool is the most mature of the tools. Its
evelopment was motivated by the need to facilitate the visual
tudy of cervigrams by gynecologists in their study of cervical neo-
lasia. In the development process, we have closely collaborated
ith biomedical experts at the National Cancer Institute, and the
esign has been shaped by their domain knowledge and usability
equirements; have used an “early prototype” development model
o expose our system concepts to the expert users at an early
esign stage; have put emphasis on design of a flexible and scal-
ble system structure; and have taken as a goal quick turnaround
n doctors’ suggestions for system changes and new functionalities
o enhance the system. BMT is designed primarily for collecting
mage region data that is important to practicing and research
hysicians in uterine cervix oncology. To enable easy access and
sability, BMT employs a client/server Web architecture as shown

n Fig. 4. It consists of four components: (1) a Java client applica-
ion that provides a graphical user interface (GUI), (2) a Java servlet
unning on an Apache Tomcat server, (3) a database management
ystem, and (4) an image storage server. The client application is
ritten using Java Swing that provides a rich graphical interaction

nd supports a pluggable look and feel. The servlet is a Java server-
ide component used to extend the functionality of the Apache

eb server. It coordinates communication between the client and
ther server-side components, including the management of user
equests, authorization of user access, and interaction with the
atabase. Client/servlet communication is by standard HTTP, and
he servlet communicates with the database using Java database
onnectivity (JDBC). At startup, the client contacts the servlet to
uthenticate the username/password combination used for login.
f the user had a previous session, his/her previously recorded data
or each image will be downloaded to the client. This is particu-
arly useful for medical experts, since it allows them to resume
nfinished work on their own schedules. Once logged in, the user
elects the cervigram of interest, which will then be transmitted
rom the image server to the client for review and interpretation.
he data collected by BMT is transmitted back to the server and
tored in a MySQL database through the Java servlet. The database

ses metadata tables that represent the system data at a high level
f abstraction, with the goal of accommodating different image
ollections without or with minor code modifications.

A screenshot of BMT’s user interface is shown in Fig. 5. The inter-
ace allows users (in particular, gynecology professionals) to draw
g and Graphics 34 (2010) 593–604

free-form boundaries interactively for regions of interest, and to
enter annotations and interpretations for these regions. An “over-
all evaluation of the image” may be recorded, which includes an
assessment of whether the image quality is satisfactory for visual
examination, a final visual diagnosis categorized by six classes, a
judgment about the visibility of the entire transformation zone,
and an assessment confirming the presence of the cervix in the
image. The central part of the interface is a canvas that displays
the entire image downloaded from the server. The user can manu-
ally draw the boundary of specific types of regions on this canvas.
Cervix regions that may be marked with boundaries and labeled
include the acetowhite region, and regions with squamous metapla-
sia, invasive cancer, the external os, polyps, mucus, blood, cysts, and
the transformation zone. Capabilities are also provided for draw-
ing an “orientation landmark” (a 3-6-9-12 clockface that may be
rotated to show the cervix orientation with respect to rotation) and
the boundary that encloses the entire cervix region. Each region
or landmark type is color-coded for easy identification. Depend-
ing on the type of region for which the user draws a boundary,
pop-up or drop-down menus appear to record additional descrip-
tion information. For example, for acetowhite regions, a drop-down
list of the Reid’s colposcopic index appears (when the user has fin-
ished drawing the boundary) for classifying the region’s margins
and color characteristics. Since abnormal vascular patterns inside
acetowhite regions are one of the crucial features associated with
cervical neoplasia, the tool also provides an additional window with
a detailed view of acetowhite regions and allows experts to delin-
eate areas of vascular features by drawing sub-regions within the
acetowhite regions. The user may also enter additional informa-
tion about these sub-regions, such as the presence or absence of
mosaicism (tile-like patterns) and punctuation (dot-like patterns)
and the granularity classification (coarse or fine) of these patterns.
Functions are provided for viewing detail and for editing the mark-
ings, including, zoom, erase, undo, and “auto-close” to force an open
polygonal curve to become closed. Users may “export” their mark-
ings and recorded data to a local file, as well as save them to storage
on the server.

BMT has been actively used by NCI researchers for multiple
studies [18,19], including the assessment of how the findings
of colposcopic examination correlate with high-grade disease,
the analysis of the tropisms of HPV on the columnar and squa-
mous epitheliums of the cervix, the evaluation of the effect of
inter-observer and intra-observer variability on the accuracy of
colposcopic diagnosis, and the comparison of the differences in
cervix visual characteristics between patients with HPV-infections
and those without infections The BMT is currently being used as a
primary supporting tool in an NCI multi-year project to develop a
new strategy for selection biopsy points on the cervix of women
during colposcopy. In this study, BMT is used both “online” and
“offline”. During the colposcopic examination, doctors draw lesion
boundaries and mark multiple biopsy spots using BMT installed
on a laptop computer that obtains an image of the cervix from
a digital camera mounted on a colposcope. Later, in the offline
mode, BMT is used to display the collected images, biopsy spots,
and biopsy results (which are obtained by histology diagnosis of
tissue collected at the spots marked by the BMT) during regular
teleconferences by the study participants. BMT data is also incor-
porated into the MDT to allow the search and retrieval of this
boundary-related information. Although the BMT was designed for
the collection of uterine cervix data, its modularity and general-
ity make it readily adaptable for collecting region-based data from

other image modalities. For example, a modified version of BMT
(shown in Fig. 6) was employed in a dermatology study to mea-
sure the size of Kaposi sarcoma lesions during a clinical trial to
determine whether the lesion sizes would regress when treated
with nicotine patches. BMT is intended primarily as tool for clini-
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Fig. 4. System

al research. However, the region data collected by BMT may also
lay an important role in the evaluation and improvement of auto-
atic image segmentation algorithms, as a source of multi-expert

ground truth” data. This is, in fact, what we have done to eval-
ate our own multi-step cervigram segmentation algorithm. The
econd-generation version of BMT has now been created, which
orks with the newly created BMT Study Administration Tool

BSAT). With the BSAT, a privileged user may use a Web interface
o completely define the configuration of the screens of the BMT,

ncluding which boundaries are to be collected, and what options
he user will have for labeling the boundaries. The BSAT also allows
he definition of which images will be used in a BMT data collection
nd which users (observers) will participate in the data collection,
nd allows the retrieval of the data collection results.

Fig. 5. Screensh
ecture of BMT.

3. MOSES—tool for segmentation quality evaluation

Evaluation and validation of image segmentation quality are
among the most prominent ongoing tasks in the image-processing
community, such as these articles in the field of dermoscopy
[20,21]. Effective evaluation methods should allow the comparison
of different segmentation methods and facilitate the improvement
of algorithms. Quantitative analysis and characterization of seg-
mentation performance has long been recognized as a challenging

problem, especially for medical images, due to the difficulty of
obtaining a “true” segmentation as an evaluation standard. A typical
approach is to compare the algorithmic segmentation results with
manual segmentations by human experts. However, this approach
is complicated by intra-observer and inter-observer variability in

ot of BMT.
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Fig. 6. BMT for

roducing the expert segmentations. This variability is illustrated
y an NCI study done with the BMT, using 939 cervigrams to study
he correlation between cervical visual appearance and HPV types.
n this collection, each image was manually marked and eval-
ated by two to twenty evaluators, who used the BMT at sites
hat were widely geographically distributed. The twenty evalua-
ors included twelve general gynecologists and eight gynecologist
ncologists with varying years of experience. The evaluators were
ach assigned a set of images to evaluate and were asked to draw a
oundary around the cervix and any acetowhite lesion they iden-
ified in each image. As shown in Fig. 7, the variability among
he experts’ segmentations of the same region is different across
mages. In some cases, the agreement in boundary marking is low,

hile in other cases, most of the experts have high agreement
n the tissue boundaries. Using these 939 cervigrams, we have
xplored alternative approaches [22–24] aimed at (1) generating
round truth data with high consensus; (2) evaluating automated
egmentation results; and (3) analyzing the inter- and intra-expert

ariability in spatial boundary marking. One result of this work has
een the development of the MOSES system.

MOSES was created to address the limitations of the STAPLE [25]
ystem. STAPLE is a well-known expectation-maximization algo-
ithm for multi-observer segmentation evaluation that generates

Fig. 7. Examples of cervigram regions marked by multiple med
atology study.

a ground truth segmentation map from the observations of multi-
ple experts and at the same time obtains a performance measure
associated with each individual observation. Specifically, STAPLE
estimates the sensitivity and specificity of each observer which
maximizes the complete data log likelihood function:

(p̂, q̂) = arg max
p,q

f (D, T |p, q) (1)

where D is an N × R matrix with element Dij indicates the binary
decision made by observer j for pixel i. A value of 1 means pres-
ence (the pixel is in the segmentation) and 0, absence (the pixel is
not in the segmentation). Suppose there are N pixels in the image
whose segmentations are being evaluated by R observers. T = (T1,
T2, . . ., TN) is an indicator vector of N elements and Ti represents the
hidden binary “true segmentation” for pixel i. pj = Pr(Dij = 1|Ti = 1)
represents the sensitivity of observer j (for any pixel i). qj = Pr(Dij =
0|Ti = 0) represents the specificity of observer j (for any pixel i).

MOSES explicitly takes into account both (1) the ground truth

segmentation prior and (2) the observer performance prior, and
balances the roles of the two priors to address different seg-
mentation evaluation needs, by using Bayesian Decision Theory.
Specifically, it considers the posterior probability distribution and
applies the maximum a posteriori (MAP) optimization principle to

ical experts: (a) Cervix boundary; (b) Acetowhite region.



Z. Xue et al. / Computerized Medical Imaging and Graphics 34 (2010) 593–604 599

tation

o

T

e
d
t
s
(
a
b
m
a
s
f
d
p
m
e
t
t
i
s
f
a

Fig. 8. The user interface of MOSES: (a) the Image & Segmen

btain a probabilistic estimate of the “true” segmentation:

∗ = arg max
T

f (T |D) (2)

MOSES provides a more flexible approach for multi-observer
valuation by applying different methods for different scenarios
epending on the availability and confidence of the estimation of
he truth prior f (Ti = 1) and the observer prior (p, q). These four
cenarios are accounted for: (1) only the truth prior is known;
2) only the observer prior is known; (3) both priors are known,
nd (4) both priors are unknown. If a prior is unknown, it can
e initialized either from a uniform probability distribution, or it
ay be based on observers’ previous segmentation data, as avail-

ble knowledge allows. For example, in scenario two in which the
ensitivity and specificity of each observer are known, we can dif-
erentiate observers into expert and non-expert categories, but we
o not know the truth prior probability. If we assume there is no
rior information available about the ground truth segmentation
ap, then we may initialize the truth prior under the assumption of

quiprobability (i.e., we set according to a uniform probability dis-
ribution). If we assume the observers’ segmentation data reflects

he prior distribution of the true segmentation, then we initialize
t using this segmentation data. In this way MOSES handles more
ituations than STAPLE by integration of different priors for dif-
erent application purposes. A detailed description of the MOSES
lgorithm can be found in [23,24].
tab; (b) the Evaluation Results tab; (c) the combined view.

It is important to note that although MOSES is demonstrated
using cervigrams, it can be used to analyze multiple observer seg-
mentation applications of a wide variety of images. The system
architecture of Web-based MOSES consists of only two major com-
ponents: the client application and the servlet. The user interface
had two tab panels. One is for loading and reviewing the image
and segmentation information (Fig. 8a). The segmentations of mul-
tiple observers are overlaid on the image and color-coded in an
automatically selected color sequence. The table lists the detailed
information on segmentations including user names, colors of seg-
mentations, and the initial observer performance values (p, q). The
user may toggle the display of any segmentation on the image or
exclude it from being used in the estimation of ground truth map.
Segmentations in a new boundary file may be combined with exist-
ing segmentations, a handy feature when segmentations are being
accumulated over time, for the same image. Therefore, the segmen-
tations for one image can be saved in multiple files instead of one
big file. The other tab is for displaying and exporting results (Fig. 8b).
This allows the user to select one of the scenarios with respect to
the prior knowledge and set proper prior values. This information
along with the segmentations and image size is then sent to the
server. Please note that it is unnecessary to upload the image except

its size and the segmentations are represented in a contour for-
mat. Since the transmitted data is not large, image compression
is not an issue for MOSES. (Unlike CST, discussed in the next sec-
tion, which does use image transmission.) The server-computed
evaluation results include an estimated ground truth segmenta-
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Table 1
Performance of segmentation algorithms.

Cervix ROI extraction Ref. [26] 120 cervigrams with manual
segmentations of cervix
available were used for testing.
Criteria for judging an
acceptable ROI were that it
should include the cervix
region in its entirety while
excluding most of the
irrelevant surroundings. These
requirements were largely
satisfied in all of the testing
images.

SR removal Ref. [28] A subjective quality grading
was conducted with the
cooperation of a medical
expert on 120 images (no
ground truth SR-free images
were available). Out of 120
images, the expert judged the
algorithm detection of SR to be
“very high” in 85% of the cases,
using a 5-point scale with
“very high” the best agreement
that the expert could choose.

Os detection Refs. [16,30] A quantitative evaluation of the
os detection was performed
using a dataset of 120 images
(set 1) and a dataset of 158
images (set 2), for which a
manual delineation of the os
region by a medical expert was
available. The minimal distance
between the automatically
detected os marker and the
manually segmented os
contour was calculated. The
distances were less than 10
pixels (the approximate width
of the os region as marked by
the expert) in 82% of the cases
in set 1 and in 79% of the cases
in set 2.

CE extraction Ref. [31] The performance of the
algorithm was demonstrated
by several cervigram examples.
The detected CE regions were
consistent with the assumed
CE model: a rough and red
region located around the
cervix center. The detected
regions were in general close
to the manually marked CE
regions. Miss-detection of the
CE regions was apparent in the
cases that were different from
the assumed CE model.

AW detection Ref. [32] A comparison with respect to
the color space
representations, the
granularity level, the kernel
function for SVM classifier in
terms of training time and
memory usage was carried out.
Qualitative segmentation
Fig. 9. Block diagram of the multi-step segmentation scheme.

ion map and the final performance measures for each observer,
hich are displayed by the client on a panel and in a table, respec-

ively. These results can be exported to the user’s local machine in a
ip file which contains a grayscale image representing the ground
ruth map and a text file having the final (p, q) values. The origi-
al image with all observers’ boundaries and the resulting ground
ruth map can be displayed side-by-side for easy comparison as
hown in Fig. 8c. In addition to its role in assessing automatic seg-
entation algorithm performance relative to manual, multi-expert

egmentations, MOSES is also expected to play a role in the study of
bserver manual segmentation variability among medical experts
hemselves.

. CST—tool for automated segmentation

It is important to provide objective approaches for assessing the
erformance of automated segmentations. It is also important to
rovide domain experts with capability to directly experiment with
nd evaluate automatic algorithms within user-friendly software
ystems. These are the objectives that led to the development of
ST, a Web-accessible tool for cervigram segmentation. Although
he algorithms for segmenting important regions in cervigrams
re still under development, a working prototype of CST has been
uilt. One distinguishing aspect of CST is that it provides a solu-
ion to a problem facing many research groups who use Matlab to
evelop algorithms, namely that it combines the image-processing
nd algorithmic strengths of Matlab with the user interface and
eb-friendly strengths of Java. The CST approach frees image-

rocessing researchers from rewriting existing algorithms coded in
atlab, while allowing various groups of collaborating researchers

o evaluate the algorithms using their own images at geograph-
cally distributed locations without the installation of Matlab at
ach user site. The techniques presented here can be applied to
arious processing and analysis applications for medical images. In
he following, we introduce the automatic cervigram segmentation
lgorithms, then discuss the practical implementation issues.

We attacked the complex problem of cervigram segmenta-
ion with a divide-and-conquer strategy that seeks to sequentially
egment the various region types. As we target each individual
egion-of-interest, we identify corresponding, appropriate feature
ets one-by-one. Note that this approach also permits research for
ach step to be conducted in parallel and, in principle, by different
roups of collaborators. A block diagram of our multi-step seg-
entation scheme is given in Fig. 9. The first step is to extract an

pproximate boundary of the cervix region to reduce the search
pace for the subsequent processing tasks (since all biomarkers of
nterest are inside this region). We used a method proposed in [26]

hich uses the Gaussian Mixture Modeling clustering technique
ith and the feature set being (1) the a channel of the pixel’s color in

ab color space and (2) the pixel’s distance to the image center. This

pproach was motivated by the observation that the cervix region
as a relatively pink color and is usually located in the central part
f the image. An important factor that must be considered is that, on
he cervix, there are often multiple Specular Reflection (SR) spots.
hese are caused by the bright illumination reflecting from fluid on
results on a 939 cervigram
images with multiple expert
markings were obtained.

the cervigram surface. The presence of these spots may interfere

with the detection of the most significant visual diagnosis feature,
the acetowhite regions, which have a color similar to that of the SR
regions. Therefore, there is a need to identify or remove SR from the
image. Two approaches for SR detection and filling were developed,



Imagin

a
B
S
p
T
a
t
a
t
s
t
c

t
w
t
l
f
i
b
a
t
e
t
a
c
s
r
u
s
t
T
c
b
f
e
a
w
s
m
i
a
r
r

Z. Xue et al. / Computerized Medical

nd both were judged to be effective in tests that we performed.
oth take into account the two representative characteristics of
Rs: small area and high brightness. The first uses a morphological
rocessing [27] method, the second, unsupervised clustering [28].
he third step, after removing the SR regions, is to obtain a more
ccurate cervix boundary by further refining the coarse cervix ROI
hat was extracted in step one. For this, we used a method of bound-
ry energy minimization formulated as an active contour [29]. In
his approach, the information characterizing the region, edge, and
hape are all incorporated into the energy function; each term in
his function is tailored to model the specific characteristics of the
ervigrams.

After the refined cervix boundary is estimated, we proceed
o segment the individual region types or significant boundaries
ithin the cervix. These regions and boundaries are discussed in

he following. The os, or opening into the uterus, is one important
andmark on the cervix that is used by physicians as a reference
or locating columnar epithelium or the transformation zone. It
s detected using a concavity measure. This measure is motivated
y the observation that, despite the large variation in size, color
nd shape of the os, it is always concave and the os center is near
he center of the cervix [30]. Columnar epithelium (CE) tissues are
xtracted by using a texture feature and a color feature [31]. The
exture feature is used to represent the coarseness of the tissue; in
ddition, a multi-scale texture-contrast feature is employed. The
olor feature is used to describe the redness/orange color of the tis-
ue (the b channel of the Lab color space is used). The CE tissue pixels
epresented in this texture-color feature space are then identified
sing the GMM clustering technique. The detection of AW tis-
ues is the most important, yet the most challenging segmentation
ask. Multiple methods have been explored and examined [32–35].
hese methods include both supervised learning and unsupervised
lustering approaches. Pixel-based, region-based and boundary-
ased have all been used. We have also investigated methods
or analyzing vascular patterns within AW regions [36–39]. For
xample, an approach which utilizes Support Vector Machines
nd circumvents the need for actual vascular structure extraction
as developed in [38]. We have evaluated these methods against

egmentations/classifications made by medical experts. The perfor-

ance of the segmentation algorithms that have been integrated

nto the CST, as shown by squares with solid boundaries in Fig. 9,
re summarized in Table 1. For detailed information about the algo-
ithms and their performance, please refer to the corresponding
eferences.

Fig. 10. The system arc
g and Graphics 34 (2010) 593–604 601

We have implemented most of these algorithms in Matlab to
take advantage of its functionality for numerical computations,
matrix manipulations, and image analysis and to quickly develop
algorithmic implementations for experimentation. However, there
are practical challenges in deploying systems developed using
Matlab to multiple sites. To execute Matlab programs, either an
installation of the Matlab environment or the operating system-
specific software libraries are required along with the developed
applications. The former requires the purchase of licenses, and the
latter may be cumbersome for inexperienced users. In contrast, Java
has clear advantages with respect to easy dissemination, platform
independence, system updates, and code integrity. However, it is
undesirable to rewrite the Matlab codes using Java when the algo-
rithms are under constant improvement and are not finalized. To
allow clinical experts, who might have little or no knowledge of
Matlab programming, to test or validate the segmentation algo-
rithms using their own images with ease of use, we designed the
CST architecture to combine the merits of both languages. Our
three-tier system framework is intended to circumvent the need
to re-coding the sophisticated MATLAB algorithms, while simul-
taneously permitting easy access and deployment. The system
architecture (Fig. 10) consists of three main components: (1) the
Java application on the user machine, (2) the Java servlet on the
Web server, and (3) Matlab on a server-side Windows machine.
Similarly to MOSES and BMT, the CST Java application provides
a graphical user interface for collecting the end user’s input and
also for presenting back to the user the segmentation results. The
servlet serves as a mediator between the Java application and the
Matlab machine. Through the servlet, the information collected by
the Java application is sent to the segmentation algorithms running
on the server-side Matlab machine, and the segmentation results
obtained by the Matlab programs are then returned to the Java
application for display. The servlet communicates with the Mat-
lab machine via Java sockets (which are supported by the Matlab
Java interface). Since the Matlab Java interface does not support the
passing of user-defined structures but only the passing of strings,
the servlet also handles the necessary reformatting of the data
transferred back and forth. The server-side Matlab machine runs
a specially written Matlab function, which uses an infinite loop to

wait for requests from the servlet and to handle socket calls from
the servlet. It accepts the image and other related data forwarded by
the servlet and then calls appropriate region/landmark segmenta-
tion algorithms to process the cervigram image. It also returns the
segmentation results, such as the coordinates of the boundaries

hitecture of CST.
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Fig. 11. The u

f the segmented regions, back to the servlet via the Java socket.
he CST is a research application, and the automated cervigram
egmentation algorithms are still in the early stage, thus frequent
hanges in the code for both the user interface and the Matlab seg-
entation algorithms are expected. This architecture has several

dvantages for minimizing the work involved in system updates.
irst, it decouples the user interface from the Matlab segmenta-
ion algorithms. Second, the client application can be conveniently
eployed to end users from the designated project webpage and
he deployment of the most current version of the tool is guaran-
eed. And last, the Matlab segmentation functions are organized
n a modular structure for easy identification and replacement of
lgorithm components. Besides the system architecture shown in
ig. 10, we also investigated two other options for Matlab and Java
ntegration using the technique of Matlab Builder JA recently made
vailable by the MathWorks, Inc. Matlab Builder JA is a Java com-
iler for Matlab. It is useful for deploying Matlab functions into

ava classes and these classes can then be used in a Java applica-
ion. One option is to bundle the JAR file created by Matlab Builder
A with the user interface together and made them available for
ownloading to client sites. This architecture does not require the
atlab runtime environment on the client sites. However it is not

latform independent and continues to pose a challenge to inex-
erienced users or to those with limited administrative access to
heir computers. Another possibility is to deploy the JAR file on the
erver. This maintains the proposed client/server architecture, but
an be a burden on the Web server if heavy computational demands
re posed on it. It also puts an extra workload to the developer
nd is not convenient for code debugging. As stated previously,
he cervigram specified by the user is required to be transferred
o the server for being processed by algorithms coded by Matlab.
he size of the cervigram to be uploaded could be large. There-
ore, an image compression method needs to be applied for fast
ransmission and efficient memory usage. To address this issue, we
ncorporated a novel image codec designed and implemented by
ur collaborators [40] into the system. The codec has several very

ice features, such as extremely low memory usage, high image
uality at very high compression ratios, and fast coding speed. The

mage is encoded on the client side using the codec if its size is larger
han a threshold. The compressed image is then decoded back on
he server and moved to the Matlab machine to be segmented. Since
erface of CST.

it is a lossy codec, the effect of compression on segmentation results
was examined. Preliminary tests indicate that the compression
does not degrade the performance of segmentation to a noticeable
level.

One design objective for CST interface was to be clear and sim-
ple; the current implementation is shown in Fig. 11. There are three
main panels: a thumbnail panel, a property panel and an image
view panel. The thumbnail panel provides an overall view of the
image, at reduced spatial resolution, and can be used to navigate the
full-size image. The image view panel shows a rectangular view of
part of the cervigram at its original spatial resolution. The property
panel displays the image information and allows users to toggle
the view of the boundaries on the image. The part of the image
shown in the image view panel is kept in sync with the part of the
image marked by the blue rectangle in the thumbnail panel. There-
fore, users can see the details of different areas of the cervigram by
moving either the scroll bars of the image view panel or the blue
rectangle. A progress bar for informing users that the segmenta-
tion is ongoing and a button for aborting the segmentation process
are also provided. The system has incorporated the functionality of
segmenting the regions of cervix ROI, SR, os, CE, and AW (the steps
enclosed in solid squares in Fig. 9). With this GUI, there are only a
few user interactions required to obtain the segmentation of inter-
est. First, the user provides a cervigram. Then, the user clicks the
appropriate button for each desired segmentation. The cervigram,
along with related parameters, is then submitted to the server. The
server executes the request and sends the segmented boundaries
back to the client. The boundaries are then displayed on the image.
A working prototype of CST that includes fundamental functional-
ities has been created, and more work is planned for segmentation
algorithm development and interface usability. (For example, the
current version does not allow users to modify or edit the automatic
segmentation results.) The modification of the user interface, the
additions of new algorithms, and the frequent update of segmen-
tation algorithms has become relatively easy with the flexibility
offered by the system. Most importantly, it provides a convenient

way to make the Matlab-coded algorithms executable over the Web
and relieves inexperienced users from the work involved in Mat-
lab installation and programming. It also saves researchers effort
and time in re-programming the complex MATLAB segmentation
algorithms in Java.
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. Integration of tools

Jointly, BMT, MOSES and CST compose a set of complementary
ools which are important for uterine cervix image segmentation.
hey each address one crucial subtopic in the image segmentation
omain. These three sub-topics are strongly interconnected. BMT
ollects region data from medical experts. The data acquired by
MT can be used to validate the automated segmentation algo-
ithms, to compare multiple segmentation methods, to train a
upervised segmentation approach, and to assist in the analysis
f observer variability. It also allows image-processing researchers
o gain more knowledge of the visual appearance of cervix tis-
ues from clinical experts’ graphical markings and text annotations.
OSES quantitatively measures the variability among multiple

bservers and specifically addresses various situations with differ-
nt prior knowledge scenarios. It provides an automatic approach
or objective evaluation of multiple observer performance on the
ata collected by BMT. CST incorporates automatic segmentation
lgorithms and allows a direct visual examination of the automated
egmentation results by domain experts. The accuracy of the auto-
atic segmentation results output by CST can also be evaluated by
OSES. Although each tool runs independently and has different

haracteristics, it is desirable to unify them since all of them are
nvolved in creating or processing region data which can be repre-
ented in the format of contours. It is very convenient to be able to
eamlessly exchange data among these tools. For example, region
ata output by BMT and CST can be loaded into MOSES, and the
ata from BMT can be loaded into CST, directly, and without any
eformatting. This data interchange capability is achieved by rep-
esenting the region data of all three tools in Extensible Markup
anguage (XML) format. The XML standard and the corresponding
et of techniques for generating, validating, formatting, transform-
ng and extracting XML documents is now widely used and offers

any advantages, such as flexibility and portability, with respect
o information interchange. For exchange of the XML region data
les among the three tools, the data elements and their relation-
hips used in both CST and MOSES are designed to be consistent to
hat of BMT. The XML syntax defined is simple and straightforward
nd contains elements for describing the image and elements for
escribing the boundary information. Through the use of this con-
istent data format, BMT, MOSES, and CST are integrated into a suite
f software for cervigram segmentation and analysis.

. Discussion

The development of automatic segmentation requires effective
valuation. Objective evaluation methods require reliable “ground
ruth”. Subjective evaluation methods involve the visual exami-
ation and judgments of domain experts. We put effort in both
pproaches: BMT and MOSES can be used to obtain ground truth
ata, and CST is for visual inspection. Both evaluation methods
ely on the involvement of medical experts. Therefore, it is very
mportant to foster an active and close collaboration between the
ngineering and medical expert communities. These three tools
epresent our efforts towards this objective. They are developed
ith an “expert-centered” philosophy that aims to increase the

atisfaction and productivity of medical experts using engineer-
ng tools, and to better leverage their expertise in advancing and
efining the engineering tool development. Major considerations
re to make these tools easy to access and use by medical experts.
ith these considerations in mind, the tools have been created

ith Web-accessible clients and with high emphasis placed on

riendliness of the interfaces to the medical community. In addi-
ion, we have addressed several other practical issues, such as the
eed for convenient exchange of data among our tools, the need

or compression and transmitting large images, and the integra-
g and Graphics 34 (2010) 593–604 603

tion of Java and Matlab capabilities. Although this set of tools was
developed for the analysis of uterine cervix images, they are not
limited to this image type and may be extended to other domains
which require region-based data analysis. The generality of BMT
has been demonstrated by its extension to be used in dermatol-
ogy study. MOSES can be applied to any image modality. The CST is
more cervigram-oriented, but several aspects of its implementation
and design, such as how to conveniently deploy Matlab-coded algo-
rithms to multiple sites, can be adopted by many image-processing
research systems.

7. Conclusions

Automatic segmentation of uterine cervix images is important
for indexing and analyzing the content of the images. It is a very
challenging task and it is still in its early stages. This paper repre-
sents our significant research and development work in this area.
It describes the design and implementation of three important
systems, BMT, CST, and MOSES, which we developed for ana-
lyzing uterine cervix images. It covers three crucial aspects of
medical image segmentation: the development of segmentation
algorithms, the collection of ground truth data, and the evaluation
of multiple observers’ segmentation. To the best of our knowl-
edge, this is the first paper in the literature which addresses these
three topics in a unified manner. For image analysis researchers
and engineers, a key issue is to enhance the effectiveness of col-
laboration with physicians and biomedical researchers, which is
crucial for algorithm improvement and the eventual adoption of the
applications by the end users. Toward this goal, in addition to devel-
oping image-processing algorithms, we also focus on designing and
developing associated tools which are easy-to-use and convenient
from the standpoint of biomedical collaborators. Although these
tools have their own unique characteristics and are customized for
uterine cervix image analysis, they may be extended to other image
analysis applications.
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